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Abstract A novel modification of photobleaching method
for measurement of lateral diffusion is developed. In this
approach fluorescence recovery kinetics is measured under
decaying photobleaching irradiation, termed as fluorescence
recovery under decaying photobleaching (FRDP). The time
evolution of fluorescence intensity normalized to input ir-
radiation starts from the photobleaching kinetics and trans-
forms into the kinetics of fluorescence recovery at a later
stage resulting in appearance of minimum. The analytical
solution for the kinetics of fluorescence for Gaussian line-
shape of laser beam and hyperbolic decay of irradiation in
the first order approximation on bleaching rate was obtained.
The accuracy of the analytical function was evaluated with
exact numerical solution computed with finite differentiates
method. The FRDP method was successfully applied to flu-
orescein solution in the glycerol/water mixture (80%) under
various experimental settings using home-made experimen-
tal set-up. The FRDP approach demonstrated 25-30 fold
enhancement in signal intensity over classical fluorescence
recovery after photobleaching (FRAP) method at 3-5 fold
increase in total irradiation. Among other advantages of the
FRDP is the opportunity to perform measurements on vary-
ing time scales under constant size of the bleaching spot, in-
cluding “safe” long time measurements. The potential extra
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advantage of FRDP method for analysis of complex diffusion
in the biological system is discussed.
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Introduction

Fluorescence recovery after photobleaching method (FRAP)
is widely used for study of lateral diffusion of the fluores-
cent probes or endogenous fluorescent compounds in the
biological membranes. The classical method, also known
as bleach-and-probe approach, is based on the observation
of the kinetics of the recovery of integral fluorescence col-
lected from the small spot after partial bleaching of the flu-
orescent probe with short but intense laser pulse [1]. This
method is comparatively simple in realization and interpre-
tation. However, the approach is limited in sensitivity due to
the requirement of applying of nonbleaching low-intensive
laser irradiation for the probe excitation. In particular, the
sensitivity issue becomes critical when studying native cell
membranes where the incorporation of exogenous fluores-
cent probe is strongly restricted. A low signal-to-noise ratio
(SNR) also limits analysis of multicomponent or anomalous
diffusion [2-5].

Another method, an observation of fluorescence under
continuous photobleaching (CP), bleach-probe approach, re-
sults in significant increase in SNR. This approach was
recently used in combination with other techniques [6, 7]
but it has its own limitations. Continuous irradiation causes
permanent bleaching and heating of the sample and, there-
fore, limits long time measurements. In addition, the fluores-
cence kinetics shows less-informative logarithmic like decay

39 Springer



774

J Fluoresc (2006) 16:773-781

which complicates quantitative analysis, particularly in case
of complex diffusion.

In this paper we present a new modification of fluores-
cence photobleaching method that can be considered as
compiling of bleach-and-probe and continuous bleach-probe
approaches. In this method the applied irradiation is signif-
icantly higher then merely exciting but decays with time
course down to about nonbleaching level. As a consequence,
the time evolution of fluorescence intensity normalized to
input fluorescence starts from the kinetics of photobleaching
and transforms into the kinetics of fluorescence recovery at
a later stage resulting in appearance of minimum. The ap-
proach gains both an increase in SNR and allowing long time
measurements.

Materials and methods
Instrumentation

The experimental setup was constructed on the base of argon
laser with wavelength 488 nm and fluorescence microscope.
Output irradiation control is provided by the electro-optical
modulator (EOM) mounted on the laser unit. The beam after
modulator goes through 1 mm diaphragm and then through
the piece of glass which reflects part of irradiation into pho-
todiode (PD). The specially designed electronic scheme pro-
vides the feedback between the voltage on EOM and reverse
current of PD. The required current of PD (which is pro-
portional to output intensity of laser irradiation) is set by
compensative scheme with 12-bit digital-analogue-converter
(DAC). The PD was used below of its saturation and provided
high linearity.

In the present setup the EOM provides 50-fold change
of irradiation intensity. In the experiments the 10-12 fold
variations in the intensity were applied. After modulator as-
sembly the intensity of irradiation was additionally adjusted
with rotating polarizer used as tunable attenuator.

The sampling time was controlled by 24-bit programm-
able timer. The photomultiplier (PMT) was used in photon
counter regime. The DAC, timer and photon counter were
controlled and synchronized by microprocessor-based con-
troller connected to computer.

Testing the linearity of photomultiplier

The presented approach requires the linearity of PMT signal
versus input irradiation in the wide range. Figure 1 shows
a typical dependence of PMT signal of sample fluorescence
versus laser irradiation in the absence of photobleaching.
The nonbleaching conditions keeping the same fluorescence
intensity were achieved by increasing fluorescein concentra-
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Fig. 1 The dependence of PMT signal of fluorescence of fluorescein
solution versus input laser irradiation in the absence of photobleaching.
Sampling time is 100 ms with four data point of signal at one value of
irradiation intensity. Range of intensity of irradiation is about 400—4000
a.u. (12-bit data of DAC). Data are fitted with linear regression. The
calculated value of intercept is 290 £ 10 cps

tion with decreasing irradiation intensity and/or defocusing
of irradiation beam.

The 10-fold range of irradiation corresponds to the con-
dition for single experiment. Linear fitting demonstrates a
reasonable agreement but with non-zero intercept of about
290 counts per seconds (cps). The non-zero intercept origi-
nates from the background signal (a few cps in our set-up)
and from non-ideal linearity (small local curvature). The lat-
ter effect results in the dependence of intercept value on the
range of fluorescence intensity. The tuning of the experimen-
tal set-up to eliminate both of these effects could be difficult.
However the intercept can be easily taken into account in data
analysis describing the observed signal intensity of PMT by
the following equation:

S(t) = F(t) + bg (1

where F is fluorescence intensity; bg is “background signal”
which is time independent but might depend on fluorescence
intensity range.

Sample preparation

Fluorescein, sodium salt, was dissolved in 80% glycerol/
water mixture to final concentration about 1 um. The probe
solution, about 5 ul, was placed between sample glass and
cover glass and sealed up with paraffin. The sample thick-
ness was about 10 um. Diameter of bleaching/exciting spot
was about 5 um; objective 20 x , numeric aperture 0.65. All
measurements were made at room temperature.
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Theory
General solution

The time evolution of fluorophore concentration profile un-
der photobleaching irradiation is described by the following
equation:

dC(r,t) 1d

d
M Do Ec(r’ 1) = —kIoC(r, I (r, t) 2)

where C(r,¢) is two dimensional concentration of fluorophore;
I(r,t) =1(r) x T(¢) is time dependent profile of the laser beam,
the product of the radial /(r), and temporal, 7(¢), functions;
Iy is initial integral intensity of irradiation; k is efficiency of
photobleaching; D is diffusion coefficient.

The left part of Eq. (2) is derived from classical Smolu-
chowsky equation for 2D-diffusion with radial symmetry.
The right part describes the chemical reaction of photo-
bleaching in the assumptions of single photon reaction and
first order on fluorophore concentration. The latter assump-
tion is fulfilled for the fluorescein probe due to predom-
inant oxygen-dependent mechanism of its photobleaching
under normal oxygen tension [8, 9]. In general, the devia-
tion from the assumption of the first order of photobleaching
takes place when the reaction with the bleaching agent (e.g.
oxygen) is significantly slower than reaction between exited
fluorophore molecules, termed as dye-to-dye mechanism.
The latter situation was observed with fluorescein derivative
probe in oxygen free samples [10]. In most physiological
conditions, the assumption of the first order of photobleach-
ing should be valid for the common fluorescent probes.

The Eq. (2) can be evaluated in the approximation of low
rate of photobleaching and Gaussian shape of laser beam (see
Appendix A, Eq. (AS5)). The resulted fluorescence normal-
ized to input irradiation for the first order of approximation
(see Appendix, Eq. (A6)) is

_F0 o[-k
160 =75 =10 1-25 /
0

T(x)

where 75, = ry2/4D is the characteristic diffusion time.

The term % = B is the slope of f(f)/f(0) at zero time
(under conditio;]l of T(0) =1). It reflects the integral rate of
photobleaching that is independent on diffusion. In general
case, the value of initial slope depends on the integral ir-
radiation intensity, radius and the shape of laser beam (see
Eq. (A8)).

The further evaluation of Eq. (3) requires to define the
decay function of laser irradiation, 7(f). Conceptually, this
function should decay reasonably fast at the initial stage and
slow enough at the later stage. To fit these requirements we

used the function of hyperbolic decay as temporal term of
irradiation intensity

T@) ®)

- 1+t/f3

which gives the analytical solution of Eq. (3) for the kinetics
of normalized fluorescence:

tpt t t
87D {ln‘l—l—— 1+ —
(6)

Ip

f(t)=f(0)<1—B +1In

tp +tp +t i

where 73 is the characteristic decay time of photobleaching.

Taking into account “background signal” of the PMT (see
Eq. (1)), the experimentally measured normalized fluores-
cence is described by the equation:

_S@W _ F)+bg b
f(t)observed - T(Z) - T(l) - f(t)+ T(l)
= f () +bg (1+L) ™
Ip

As one can see the observed normalized fluorescence is a
superposition of Eq. (6) and additional term which linearly
depends on time and does not interfere with the function f{z).
Therefore, the Eq. (7) was employed further for experimental
data fitting using bg as additional variable parameter.

Results
Numeric calculations with finite differentiates method

To evaluate the accuracy of Eq. (6) the numerical solutions
of Eq. (2) obtained with finite differentiates method (FDM)
were computed (see Appendix B).

Figure 2 shows computed normalized fluorescence kinet-
ics fitted with analytical functions Eq. (6) for the bleaching
rates corresponding to bleaching depths from 10 to 50%.
The calculated curves are presented for two set of param-
eters: varying diffusion times at constant bleaching rate
(Fig. 2a); varying bleaching rates at constant diffusion time
(Fig. 2b).

The parameters obtained from the fitting are given in the
Table 1. The values of 75, deviate from the original ones within
the range from 10 to 30%. The deviation of B is slightly more
significant being in the range from 10 to 40%.

The above deviations contribute to the absolute errors
that, in particular for calculation of the diffusion coefficient,
D =r§/4tD, are also strongly affected by inaccuracy in
determination of geometric parameters of beam. More im-
portant is differential error, which for 7, and, therefore, for
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Fig.2 Functions of normalized fluorescence computed with finite dif-
ferentiates method (FDM) fitted with analytical solution, Eq. (6). Set of
parameters is taken as: t3 = 1 s, total time is 10 s, point number is 256,
the increasing time step is applied according to Eq. (9) with initial value

D, is within 20% for the mentioned bleaching depths. And if
we take, for example, 30% of bleaching depth as a reference,
this error will be within 10%, and, therefore, within reason-
able experimental error. As the optimal bleaching depths the
range from 30 to 40% can be proposed.

Experimental measurements with constant sampling time

Figure 3a shows temporal profile of user-defined input irradi-
ation and the experimental Kinetics of observed fluorescence

Table1 Results of fitting of computed solution, obtained with FDM,
with analytical function, Eq. (6) (Fig. 2)

tp, mS tp,ms B,s! B,s™! Bleaching SD of
original fitting original  fitting depth (%) residual (%)
16.7 14.8 6 5.0 20 0.17
33.3 27.8 - 4.5 30 0.38
50 40.0 - 4.2 36 0.59
66.7 51.5 - 4.0 42 0.80
83.3 62.6 - 38 45 1.0
100 73.4 - 3.6 48 1.2
100 93 1 0.90 13 0.074
- 87.3 2 1.63 23 0.25
- 82.7 3 2.24 31 0.46
- 79 4 2.76 38 0.70
- 76 5 3.21 43 0.95
- 73.4 6 3.6 48 1.2

Note. The calculated parameters are presented in compare with origi-
nal values.
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equal to 9.4 ms. (a) Constant bleaching rate, B=16 s~ and different
diffusion time, tp = 1/60, 2/60---6/60 s; (b) tp =1/10 s and B=1,
2...6 57!, The parameters obtained from the fitting are presented in the
Table 1

measured for fluorescein solution in the glycerol/water mix-
ture (80% w/w, see Materials and Method). The diffusion
under these conditions represents two dimensional projec-
tion of three dimensional diffusion which obeys the classical
behavior described by Eq. (2). The ratio of the fluorescence
and input irradiation, a normalized fluorescence, is shown
in Fig. 3b. Solid line represents the best fit obtained with
Eq. (7) that demonstrates a good agreement of analytical so-
lution and experimental data (see Fig. 3¢). Note that the value
of the “background signal,” bg =240 =+ 10 cps, was found to
be close to that obtained by tuning procedure (290 =£ 10 cps,
see Fig. 1).

The measurement under decaying irradiation with con-
stant sampling time results in progressive decrease of the
signal-to-noise ratio (SNR) for normalized fluorescence as
clearly seen in the residual (Fig. 3c). Note that the initial
stage of the kinetics and region around its minimum are
most informative for the data analysis. The measurement of
long tail of the kinetics is necessary for determination of the
asymptotic behavior. However it leads to unwanted increase
of the weight of this part due to greater number of points.

The above factors can be taken into account by apply-
ing corresponding weighting function in calculation of chi-
square. The weight of each experimental i-point is reciprocal
to the square of its dispersion, ol.z. In the assumption that
the value of aiz of observed fluorescence, F;, can be taken
to be proportional to laser intensity, 7}, it is easy to show
that the square of dispersion for normalized fluorescence is
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Fig. 3 Experimental data for the fluorescein solution in the glyc-
erol/water mixture measured at room temperature with constant sam-
pling time: (a) temporal profile of input irradiation intensity and kinetics
of fluorescence signal intensity; (b) fluorescence intensity normalized
to the input irradiation and fitting with Eq. (7) using weight function
(see Eq. (8)); (c) residual function which is a difference of experimental
and fitting data from (b). Experimental parameters were as following:
tp=5.6 s, At=100 ms, point number is 512, total time is 51.2 s.
Result of fitting: #p =85 & 10 ms, B=1.8 £+ 0.2 s~h depth is 42%,
bg =240+ 10 cps, initial intensity is 9.7 x 10* cps

reciprocal to this irradiation intensity. So, the T; can be used
as weighting function in calculation of chi-square for least-
square fitting of the normalized fluorescence:

2

=21 (F - fw) ®)
i

Experimental measurements with increasing sampling time

As it was mentioned above the most informative part of the
kinetics is located in the initial stage at maximum of its
slope whereas slowly decaying tail is less informative. For
such kinetics it is reasonable to perform the measurements

with increasing sampling time. We employed the value of
sampling time, At, at each i-timestep to be reciprocal to
irradiation intensity:

Aty 1T, )

In other words, the decrease in irradiation and, therefore,
fluorescence intensity is proportionally compensated by in-
creasing sampling time. While the photomultiplier works as
photon counter, the observed signal, S;, is equal to the inten-
sity of fluorescence multiplied by sampling time (equal to
the value of time step). Under these conditions the observed
signal is proportional to normalized fluorescence:

SiO(FiAIiO(Fi/EO(f} (10)

As aconsequence, the observed SNR should be practically
constant over the kinetics due to the proportionality of the
square of signal dispersion, o7, to the term F; At;.

According to Egs. (5) and (9) the experimental time pa-
rameters obey the equations:

At = Ati_ja = A[()O(i

ti = A%t = tp(ai — 1

oaA,tol B( ) (11)
Ol=1+7
i1=0.N—1

Figure 4 shows the observed kinetics of fluorescence sig-
nal with increasing sampling time. The time parameters such
as tp and total time are similar to those shown in Fig. 3. Data
fittings demonstrated the same values of calculated parame-
ters.

In fact, mathematically these approaches are identical but
the kinetics with increasing sampling time is more prefer-
able for data presentation and analysis. First, it demonstrates
the predicted constant value of SNR over the kinetics as can
be seen on residual (Fig. 4c). Second, it shows more rea-
sonable distribution of data points over kinetics that is more
clearly revealed for the data plotted versus channel number
(Fig. 4b). As a consequence, it allows to measure in more
details the initial most informative part of the kinetics at
maximum of its slope without increase in the number of data
points. For example, for the kinetics in Figs. 3 and 4 the
number of data points are 512 and 256, respectively, while
initial sampling time was twice less for the latter case. This
benefit arises for long time kinetics when both initial part
and long tail have to be measured with reasonable accuracy.

Measurements on different time scales

The FRDP method allows measuring one sample on different
time scales without changing the size of the spot. Indeed, the
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Fig.4 Experimental kinetics of normalized fluorescence intensity ob-
tained for the fluorescein in the glycerol/water mixture with increasing
sampling time: (a) fluorescence intensity versus time; (b) fluorescence
intensity versus channel number; (c) residual. Experimental parame-
ters: 15 =5.1 s, Aty =50 ms, point number is 256; total time is 56 s.
Solid lines is the best fit obtained with Eq. (7) without weight function
yielding parameters: fp = 82 + 10 ms, B=2.0+0.2 5™, depth is 43%,
bg =270 cps , initial intensity is 10* cps, SD of residual is 3.6%

value of the characteristic decay time of photobleaching, 73,
can be considered as time scale parameter. Figure 5 shows
experimental kinetics measured using different values of #
in the range from 0.6 s to 5.1 s resulting in total kinetics time
from 7 to 56 s. Data fitting yields the same value of 7, within
experimental error being equal to about 80 ms.

Decreasing of value of 73 leads to decrease in bleaching
depth under constant bleaching rate (Fig. Sa—). So, to keep
this depth at working range it’s necessary to increase the
bleaching rate and, therefore, the initial intensity of irradi-
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ation (Fig. 5d). Note that the sampling time is decreased
proportionally to g (with constant point number) and, there-
fore, results in decreasing of the SNR. But on the other hand,
the accompanying increasing of irradiation intensity partially
compensates the latter effect.
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Fig. 5 Experimental data obtained for the fluorescein solution in
the glycerol/water mixture with different values of photobleaching
decay time, tz, versus logarithmic time scale. Measurements were
performed with increasing sampling time. The data are averaging of
3—4 kinetics with subtracted linear term of “background signals” (see
Eq. (7)). The experimental and calculated parameters are: (a) 5 =5.1s,
Aty=50 ms, tp=83+5 ms, B=2.040.1 s7!, depth is 43%; (b)
tg=255s, Atp=25ms, tp=71+8 ms, B=2.3+0.25s"!, depth is
36%; (c)tp=1s,Aty=10ms, tp =96 =8 ms,B=2.34+0.2 s’l,depth
is 33%; (d) 15 =0.6 s, Aty=6ms, tp =71 £8 ms, B=3.4+03s7!,
depth is 33%
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Due to symmetry of the appearance of 7, and 7z in Eq.
(6) it is possible to measure the samples with different 7
on the same time scale, i.e. 7. It might be useful for experi-
ments with varied diffusion coefficients but fixed experimen-
tal time.

Discussion

We presented a new modification of the method of the recov-
ery of the photobleaching fluorescence. We termed it as flu-
orescence recovery under decaying photobleaching (FRDP).
Now, we would like to discuss the potential advantage of this
approach and compare it with other known photobleaching
methods.

Figure 6 represents theoretical kinetics calculated in the
first order of approximation for CP, FRAP and FRDP meth-
ods under the same time settings. For evaluation of these
methods the following terms are to be compared: initial flu-
orescence intensity, which is represented by the value of the

bleaching rate, B; signal per channel, proportional to B x At;
T
overall sample irradiation, proportional to B x [ T (t)dt

o
(where T is total time).

For valid comparison the signals should be obtained at
the same time scale, point number and constant SNR over
the kinetics. In FRAP and CP methods the fluorescence in-
tensity and, therefore, SNR is kept practically constant over
the kinetics time scan. Therefore we compared FRAP and

§ a 1%Ioss| b
“\:. 1.0 -—-u-'u-——___w_-
8
S 0.9 - FRAP
(2]
(7]
(]
o 0.8 - -
=
o
8 077 " 1FRAP
(1]
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) 0 2 4 6 8 100.01 0.1 1 10
4
Time (s) Time (s)

Fig. 6 The calculated kinetics of the fluorescence signal for three
photobleaching methods: FRAP, CP and FRDP, versus linear (a) and
logarithmic (b) time scales. Set of parameters for all kinetics: total time
is 10s,7p =0.5 s, 15 = 1 s (FRDP only), bleaching depth is 30%, point
number is 200, time step for FRAP and CP is 5 ms, increasing time
step for FRDP with initial value equal to 1.2 ms. The bleaching rate of
exciting irradiation for FRAP is chosen to result in 1% loss of fluores-
cence due to photobleaching for 10 s (dashed curve). Values of integral
bleaching rates, B, under mentioned conditions are 6.6 x 1073 71
0.20 s~! and 0.78 s~!(initial) for FRAP, CP and FRDP, respectively.
Function for CP and dashed curve is 1 — Btp In(1 — ¢ /¢p) with its own
set of parameters

Table 2 An increase of the experimental parameters for FRDP and
CP methods compared with that for FRAP, obtained for the kinetics
shown in Fig. 6

Initial intensity ~ Signal per channel  Total irradiation

CP 30 30 5.4
FRDP 120 28 5.1

CP data with the FRDP kinetics obtained with increasing
sampling time which also shows constant SNR (Fig. 4).
Table 2 shows the results of the corresponding comparison
of the experimental parameters of FRDP and CP methods
with FRAP.

The obtained results can slightly vary depending on time
scale variations. Reasonable average estimations shows 25—
30 fold increase of the signal while 3-5 fold increase of total
irradiation in the FRDP approach compared with FRAP.

Similar effect for signal intensities for FRDP and CP orig-
inates from the same nature of signal enhancement, namely
integral irradiations while measurement (equal to overall ir-
radiation for the mentioned methods), which are also the
same (see Table 2). In FRAP method the overall total irradi-
ation includes the short intense bleaching pulse that doesn’t
contribute to signal intensity.

Note two order of magnitude increase in initial intensity
of FRDP signal compared with that for FRAP. In our experi-
ments (Figs. 3—5) this value was equal to (1.0-1.3) x 10*cps.
So, the applying the classical FRAP for our sample will result
in about 100 cps for prebleach fluorescence intensity.

The FRDP approach enables measuring the same sample
on different time scales only by changing the value of 7
(Fig. 5). In others words, it allows to expand experimentally
the most informative part of the kinetics (e.g., in the vicinity
of its minimum). This possibility does not have theoretical
limitations but the experimental ones only, such as sample
size, its time stability, etc. In particularly, it may be very
effective in the studies of anomalous diffusion, which is
described, in fact, by the dependence of diffusion coefficient
on time. Note, that the analysis of anomalous diffusion in
FRAP approach requires prolonged kinetics measurement
which strongly interferes with another factors (e.g., presence
of immobile fraction, slight bleaching by exciting beam)
[3, 11, 12].

Another expected benefit of different time scale measure-
ments is the possibility to extract the influence of border
while studying small samples. The boundary effect depends
on the ratio of the width of bleached fluorophore concen-
tration profile to sample size that, on the other side, can be
varied by experimental time settings. It could allow exclud-
ing interference with, for example, immobile fraction, which
is independent on time scale.

One more potential important advantage of FRDP method
can be revealed in the analysis of complex multicomponent
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diffusion. Several approaches are used in the analysis of the
corresponding kinetics data. Most popular approach is the
parametric one, which is applied for the analysis of both
multicomponent and anomalous diffusion [2, 3, 5]. Another
approach is the computing of distribution of diffusion coef-
ficients, which is a matter of inverse problem solution. The
obtained distribution can be further analyzed for the type
and contents of diffusion. Periasamy and Verkan [4] suc-
cessfully applied the maximum entropy method for analysis
of both multicomponent and anomalous diffusion in FRAP
method. The accuracy of such analysis strongly depends on
the kernel (or basic) function, which is monotone for classical
FRAP. In the FRDP method such function is represented by
Eq. (6) with the minimum that should improve an accuracy of
the analysis. The presentation versus logarithmic time scale
more clearly demonstrated this advantage (Fig. 6b). Note,
that for advanced analysis of FRAP kinetics the logarithmic
scale was usually used [2—4].

In conclusion, the control of the irradiation intensity is
the exclusive tool of FRDP method. This tool provides en-
hanced opportunity for the investigator to tune experimental
conditions for optimizing data output and providing extra
information. The experimental set-up allows specifying any
reasonable irradiation function. The observed normalized ki-
netics for the first order of photobleaching can be calculated
either analytically or numerically using Eq. (3), or computed
with FDM (Eq. (B2)). In general, the FRDP approach can
be evaluated for various shapes of irradiated area, which is
applied, for example, in pattern photobleaching techniques

[5].

Appendix
Analytical evaluation

In the approximation of low bleaching, i.e. value of &, the
Equation (2)! can be reduced to

dC(r,t) _ Dl d

——r

d
—Ci(r,t) = —klyCol (r, t)

Al
dt rdr dr S

In general, the next order of approximations of concentration
profile, C,(r,f), obeys the recurrent equations:

dCy(r,t) 1d

—D——riC (r,t) = —kloCp_1(r,t)I(r, 1) (A2)

dt rdr dr

The concentration profile in Eq. (A2) can be found using
following Poisson integral solution [13]:

k-1,
Cu(rt) = G186, 1)Ch1 (8, 7)
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x 1 (&, 1)d*€dt — %/G(r, t;€,0)
&

x Cp_y (£,0)d%E (A3)

where

1
G t;E,1)= ~ i 7= t)exp (—

fort > ¢,

Ir — &[? )
4AD(t—-1))’

is Green function for two dimensional diffusion equation.
The observed kinetics of normalized fluorescence is

70 = [ conres (A4)
For the Gaussian shape for laser beam
2 2r?
I(r)= —exp | —- (AS)
nry r2

Equations (A2)—(A4) can be further evaluated. The resulted
normalized fluorescence could be expressed as a series of
the following integral functions:

FO _ ko \ T <k10)2j/y
O nro 14 = v nrd J
T(X)T(y)

X t— 1
()i

where tp = rg /4D is characteristic diffusion time.
The Eq. (A6) can be expressed as

dxdy + - - (A6)

f@O/f©) =1-BgB.1)=1~Bgi(t)+B’g(t) + -+~
(A7)
where B is integral rate of photobleaching.

The value of B obeys the following equation for any shape
of beam:

1 [df@) / )
=kl 1 dS
=70 [ lo ") ”

The kinetics of fluorescence for immobile fraction for
Gaussian beam shape can be found exactly from Eq. (2)
putting D =0:

(A8)

F @i [ £ Oiym = — e K0) (A9)

1
oL
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results in numerical solution for normalized fluorescence
coinciding with analytical solution, Eq. (6).

where

References

t
2kl
K(t)= —ZO/T(x)dx
Try 0

Finite differentiates method
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accurate both in time (7) and coordinate (/) steps and is
unconditionally stable [14].

The resulting recurrent system of linear equations for
computing of concentration profile at timestep m + I evalu-
ated for Eq. (2) is

(E + Ay + (Ego”’) t,,,/2) cmH

=E-Aun— (E(pm)fm/z)cm + Ak (B1)
where ¢” is column vector of concentration profile at mth
timestep; E is unit matrix; A is tridiagonal matrix (A, , =1,
An,n+1 = —(1£1/2n)/2, AO,I =1ty =tm+1—lyis
the value of time step; w,, =D X 7,,/I? is dimensionless pa-
rameter; A is column vector with zero elements except the
lastone, Ay_; =1+ 1/2(N — 1); ¢" is column vector of right-
side function at timestep m + 1/2,i.e. @™, = k X I(ry, tyy1/2).
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